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Experiment-driven research plays an important 
role in many sciences to verify new hypotheses, 
or to unveil hidden interactions between many 
factors of a phenomenon.

Objective
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Objective
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It is fundamental to run large-scale experiments 
on heterogeneous cloud platforms to have a 
better understanding of the system.
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How to perform 
experiments on cloud platform 

efficiently ?
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A cloud experiment workflow
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1. provisioning some hosts (physical machines 
or virtual machines)

2. configuring the experiment environment 
(installing software or deploying services)

3. performing an experiment workflow. 
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Existing Solutions
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Terraform/Pulumi
pros: support public cloud platforms
cons:

- mainly for provisioning
- no support for managing experiments

Objective ● Architecture ● elmerfs experiment 



Existing Solutions
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Ansible/Chef/Puppet
pros: support public cloud platforms
cons:

- mainly for configuring hosts
- no support for managing experiments
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Existing Solutions
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Execo:
pros: support provisioning + managing experiments
cons:

- only support Grid5000
- no support for configuring

Objective ● Architecture ● elmerfs experiment 



Existing Solutions
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EnOSlib
pros: support cloud experiment workflow
cons:

- no support for public cloud platforms
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so we built
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github.com/ntlinh16/cloudal 

/ˈklaʊdəl/
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https://github.com/ntlinh16/cloudal
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               experiment workflow
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1. provisioning some hosts 
2. configuring hosts
3. running experiment workflow 
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1. provisioning some hosts 
2. configuring hosts
3. running experiment workflow 

parameters:

   # the information of the workload

   benchmarks: [filebench]

   duration: 300

   n_threads: [1..12]

   # the number of repetitions of each experiment

   iteration: [1..10]
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1. provisioning some hosts 
2. configuring hosts
3. running experiment workflow 
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elmerfs experiment workflow
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               experiment workflow
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1. provisioning some hosts 
2. configuring hosts
3. running experiment workflow 
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Architecture

19

Provisioner

Configurator

Experimenter
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Getting Started
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- 3 AntidoteDB DCs
- 6 nodes per DC
- elmerfs is deployed on each AntidoteDB node

- 1 filebench process runs on each elmerfs node
- 1 filebench process generates multiple threads

Objective ● Architecture ● elmerfs experiment 



Getting Started
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1. provisioning 19 hosts
2. configuring experiment environment:

a. deploying a Kubernetes cluster
b. installing dependencies of elmerfs and 

filebench
3. running experiment workflow. 
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elmerfs experiment workflow
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Infrastructure

Parameters

Experiment 
Settings

configuration file
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configuration file

# your authorization information
endpoint: <your_endpoint>
application_key: <your_application_key>
application_secret: <your_application_secret> 
consumer_key: <your_consumer_key> 
project_id: <your_project_id> 

instance_type: b2-60
image: Debian 11
flexible_instance: False
kube_master_site: SBG5
clusters: [SBG5, SGP1, BHS3]
n_nodes_per_dc: [6]
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parameters:

   # the information of the workload

   benchmarks: [filebench]

   duration: 300

   n_threads: [1..12]

   # the number of repetitions of each experiment

   iteration: [1..10]
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configuration file

exp_env:
  results_dir: elmerfs-eval/results
  antidotedb_yaml: elmerfs-eval/antidotedb_yaml
  monitoring_yaml: elmerfs-eval/monitoring_yaml
  elmerfs_repo: https://github.com/scality/elmerfs
  elmerfs_version: latest
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Provisoning
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Configuring
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running experiment workflow
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elmerfs experiments
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https://github.com/ntlinh16/elmerfs-eval

https://github.com/ntlinh16/elmerfs-eval


cloudal demo
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https://asciinema.org/a/481162

https://asciinema.org/a/481162


Q&A


