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The past



This is how it started…



The initial commit

https://github.com/AntidoteDB/antidote/commit/17ed1f622db2ca6ada6acc286eaaa692c766c17c



What happened



Contributors with > 1 commit



Theses and Projects (small selection!)
• Santiago Castineira: Collaborative online web applications using Conflict-Free Replicated Data 

Types (Master’s Thesis, 2014)
• Gonçalo Thomas: FMKe: a Real-World Benchmark for Key-Value Data Stores (Master’s thesis, 

2017)
• Tim Dellmann: Implementation of a calendar app on a weakly consistent data storage 

(Bachelor’s thesis, 2017)
• Gonçalo Cabrita: Non-uniform replication for replicated objects (Master’s thesis, 2017)
• Luc François: Big Sets for Antidote (Master’s thesis, 2017)
• Pedro Lopes: Antidote SQL: SQL for Weakly Consistent Databases (Master’s thesis, 2018)
• Server Khalilov: Offline caching in web applications for AntidoteDB (Master’s thesis, 2018)
• Ala Harirchi: Minidote+: A Transactional CRDT Store for the Edge (Master’s thesis, 2020)
• Yannick Wagner: Skalierbare Verteilung und Leistungsauswertung von Antidote mit Kubernetes

(Bachelor’s thesis, 2020)
• Kevin Bartik: Caching and Storage for distributed transactional CRDT databases (Master’s thesis, 

2020)
• Pascal Grosch: Adopting Random Slicing for Riak Core (Master’s thesis, 2021)
• Ayush Pandey: Persisting the AntidoteDB Cache: Design and Implementation of a Cache for a 

CRDT Datastore (Master’s thesis, 2022)
• Ali Hussein Rezzae: Range query implementation for distributed key-value stores (Master’s 

thesis, ongoing)
• ...



Architecture
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riak_core_light

• Management of a ring overlay for distributed systems
• Trusted, fault-tolerant, and highly scaling system
• Contributions: Complex refactoring & minimization
• Open sourced in Summer 2019 → already industry adaptation
• Problem: Antidote misses intraDC replication
• Cure protocol not designed for quorum-based replication

https://www.infoq.com/articles/dynamo-riak-random-slicing/



https://www.infoq.com/articles/dynamo-riak-random-slicing/



Assumptions and limits of Riak Core’s 
implementation of the Dynamo-style consistent 
hashing algorithm

1. The only string-to-integer hash algorithm is SHA-1.

2. The hash “rings” integer interval is the range 0 to 2^160-1.

3. The number of partitions is fixed.
4. The number of partitions must be a power of 2.
5. The size of each partition is fixed.
6. Historically, the “claim assignment” algorithm used to assign servers to intervals on the ring were buggy and naive and frequently created 

imbalanced workload across nodes.

7. Server capacity adjustment by “weighting” did not exist: all servers 
were assumed equal.

8. No support for segregating extremely “hot” keys, for example, 
Twitter’s “Justin Bieber” account.

9. No effective support for “rack-aware” or “fault domain aware” 
replica placement policy”



Random Slicing

Random Slicing example scaling from 4 to 5 to 7 to 
10 nodes with homogeneous capacity
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AntidoteDB Ecosystem in 2020
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AntidoteDB Ecosystem

Minidote
• Mini-version of Antidote for mid-edge systems
• Reduced functionality (no transactions)
• Derived by requirements of Guifi Monitoring use case

EdgeAnt
• (In-memory) cache located in Edge devices
• Uses Antidote as backend server storage for synchronization
• Partial replication
• Offline support

WebCure
• Active client-cache for web apps
• Demo app: Shared Calendar
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Deployment and Benchmarking

• Public images on DockerHub
• Deployment with Kubernetes
• Setup to scale benchmarks
• New Antidote Basho Bench branch
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Monitoring

• Industry-level real time monitoring and alarm system
- Over 30 custom metrics supported 
- Monitoring can (should) be deployed on remote 
systems 
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Wiki
Readme

Support structures for developers

l Open sourced on Github: 
> 80 forks, 344 (2018) 401 (2019) 481(2020) 636 (2022) Stars

l Support via Slack channel (99 members)

l Weekly meetings (till 2021)

l Tutorials
l Over 5000 lines of documentation text



The future



What’s next?
• Checkpointing and log truncation 

ØTalk by Ayush Pandey
• Storage layer 
• Performance: Improving throughput 
• Robustness 
• Backpressure  and failure modes under high throughput 
• Refactoring of inter-DC communication
• Intra-DC shard replication

• Programming model and API



Thank you! 


